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List of Acronyms

AVL
Automated Vehicle Location

CHART
Chesapeake Highway Advisories Routing Traffic

COTS
Commercial-off-the-Shelf

DPW
Department of Public Works

DPW&T
Department of Public Works and Transportation (as in Prince George’s County DPW&T)

DPWT
Department of Public Works and Transportation (as in Montgomery County DPWT)

ECC
Emergency Communications Center

ITS
Intelligent Transportation System

MSP
Maryland State Police

ROC
Regional Operations Coordination

S/W
Software

SHA
State Highway Administration

SOC
Statewide Operations Center

TMC
Transportation Management Center

TMS
Traffic Management System

TOC 3
Traffic Operations Center in SHA District 3

TRIP
Traffic Response and Information Partnership

U/C
Utility/Cost

VDOT
Virginia Department of Transportation

WAN
Wide Area Network

WATM
Wide-Area Traffic Management

1.0 Introduction

This report presents the results of Tasks 4 and 5 of the Regional Operations Coordination (ROC) Project.  It discusses the development and evaluation of the ROC Architecture implementation alternatives.  These architectures define alternative configurations of ITS functions, physical entities, and interfaces that will implement the system requirements for ROC.

The identification of the architecture alternatives depends on mainly three inputs, namely, the ROC system architecture developed in Task 3, existing systems owned by the agencies, and available technologies.

The selected evaluation methodology is based on FHWA procedures.  It takes into account initial costs, recurring annual costs, and the ability of each system to meet the weighted objectives of the ROC Committee.

Section 2 presents the identified physical architecture alternatives.  Section 3 discusses the selected evaluation model to assess their appropriateness for the ROC system.  Section 4 presents the evaluation and its results.  Finally, Section 5 presents a discussion on the possible allocation of SHA’s freeway and signal control functions.

2.0 Architecture Implementation Alternatives

Since a systems architecture represents the grouping of functions and physical elements that satisfy the purpose of a system, multiple implementation alternatives of an ITS architecture are possible.  The feasibility of each implementation alternative, however, depends on various factors such as the availability of the needed technology, geographical location and environment, institutional arrangements, costs, etc. The purpose of this section is to present a number of candidate implementation alternatives for the ROC Architecture, most of which center around the arrangements of various control centers.

Given today’s communications and database technologies, the spatial separation of two center subsystems (e.g., Traffic Management and Transit Management) does not pose any difficulties for them to function as an integrated entity.  As long as systems can exchange the necessary data among themselves, they do not have to be collocated to achieve effective coordination.  The necessary data-sharing capabilities among various centers identified in the ROC Architecture may be performed using commercial-off-the-shelf (COTS) products.  Such products now provide transparent interfaces to heterogeneous databases and support real-time data “replication” from one node (i.e., center) to multiple nodes.

Replication technologies allow pre-determined data items to be copied from a database and then transmitted to another database located somewhere else.  For example, traffic link data collected by the Traffic Management subsystem may be replicated in real-time to continuously update the database of the Transit Management subsystem.  This way, the Transit Management subsystem can have the necessary information to, for example, estimate bus arrival times at bus stops or reroute buses to avoid a major accident without having to own and operate a traffic monitoring system.  On the other hand, transit-vehicle probe data collected by an automated vehicle location (AVL) system may be replicated to the Traffic Management subsystem to be integrated into the overall traffic monitoring database.

The monetary benefits of collocation is the cost savings realized through resources sharing — primarily computer, communications, and possibly personnel resources.  The non-monetary benefits are the breakdown of institutional barriers and the fostering of interagency cooperation to work toward the common goals.  Many success stories of today’s ITS implementation do not relate directly to the use of advanced technologies but to the catalyst that technologies have provided to bring people to work together.

The next sub-section (Section 2.1) presents the possible implementation alternatives for the ROC Architecture.  Section 2.2 discusses how the various centers can be integrated under a distributed architecture (fully or partially).

2.1 Candidate Alternatives
For the ROC Architecture, the following major alternatives to arrange the Center subsystems are possible:

1. Distributed. All centers are spatially separated.

2. Centralized. All centers are collocated.

3. Hybrid.  Some centers are collocated while others are separated.  Many hybrid variations are possible.

These alternatives will be evaluated in details in a subsequent task.  The alternatives and their potential implications are described below.

2.1.1 Distributed Alternative

Under this alternative, all Centers subsystems operate in a distributed fashion and all individual, participating agencies remain at separate locations as illustrated in Figure 2-1.  In this figure, a white-background box with solid lines represents an agency with its separate location within the ITS network; and those with a gray background and without lines denote the various Center subsystems. This arrangement is similar to the existing organization of agencies except Montgomery County DPWT that operate traffic and transit from a single center.  Although the facilities are separately located, coordination and data sharing among these agencies are still possible. This option allows the natural growth of a management center around its administrative organization.
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Figure 2-1.  Distributed Architecture for ROC

The SHA has two candidate facilities (SOC and TOC 3) from which it can perform its surface street and freeway traffic management functions in the ROC area.  Depending on which facility performs these functions, there are four possibilities (i.e., sub-alternatives) as shown in Table 2-1.  Note that the configuration shown in Figure 2-1 assumes that the SHA will manage both signals and freeway and hence represents only one of the four sub-alternatives.  However, all four will be considered during the alternative evaluation task.

Table 2-1.  Sub-alternatives for ROC Architecture

Sub-alternative
Center Controlling Freeways
Center Controlling Signals

1
TOC 3
SOC

2
SOC
SOC

3
TOC 3
TOC 3

4
SOC
TOC 3

2.1.2 Centralized Alternative

All management functions are collocated under this alternative as shown in Figure 2-2.  The ROC Centers subsystems (public agencies) are fully or partially collocated in a single government-owned facility to enhance coordination.  This centralized configuration is similar to that of the Houston TranStar system in which all agencies have representatives working in the same traffic and emergency management center.
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Figure 2-2.  Centralized Architecture for ROC

As shown in Figure 2-2, all ROC agencies’ Traffic Management (for both surface-streets and freeways), Transit Management, and Emergency Management along with the government-owned portion of the Information Service Providers be located in a single ROC facility.  The private ISPs that provide the front-end communication to the end users (travelers) may be managed from their respective private facilities but with communication links connected to the public facility.  In this option, the various planning groups remain separated.  The rationale is that these groups do not have exactly the same planning-data needs; and they do not require any real-time coordination for their operations.

This alternative can provide significant cost savings because of the sharing of communications and computing resources and the reduced physical communication-link requirements among agencies.  It can also enhance the working relationships and cooperation among the various agencies. The potential downside of this alternative is that a strong institutional coalition with clearly defined roles and responsibilities is essential for effectively running the operation. Furthermore, the integrated management facility may become too large and therefore difficult to manage.

2.1.3 Hybrid Options

These options include any alternative that falls between the fully distributed and fully centralized options.  Two hybrid options (Hybrid #1 and Hybrid #2) are presented here.

Under Hybrid #1, traffic and transit management functions of three transportation agencies (SHA, Montgomery County DPWT and Prince George’s County DPW&T) are combined into one facility (refer to Figure 2-3).  This alternative offers direct sharing of communications and computing resources and enhances working relationship among the three agencies.  On the other hand, this alternative requires a strong institutional coalition with clearly defined roles and responsibilities to effectively run the operation.

Under Hybrid #2 (refer to Figure 2-4), both transportation and public safety agencies operate from separate centers.  However, each County DPW&T can combine its traffic and transit management functions at one facility (which is the existing arrangement of Montgomery County DPWT).  Since the facilities are separately located, coordination and data sharing among these agencies are carried out through the communication network.  This option allows the natural growth of a management center around its administrative organization.  One significant advantage of this alternative is that it will preserve agency operational and administrative autonomy.

As in the case of the “distributed” alternative, there are four possibilities (i.e., sub-alternatives) of the Hybrid #2 implementation, as listed earlier in Table 2-1, depending on the allocation of freeway and surface street traffic management functions of the SHA.  Figure 2-4 represents only one of the four variations.  However, all four will be considered during the alternative evaluation task.
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Figure 2-3.  Hybrid#1 Architecture for ROC
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Figure 2-4.  Hybrid#2 Architecture for ROC

2.2 Integration of Physically Distributed Centers

For the “distributed” and “hybrid” options presented in the previous section, there is a need to efficiently integrate the spatially separated centers.  The purpose of this integration is to satisfy the need to manage traffic and transportation services on a wide-area basis.  Wide-Area Traffic Management (WATM) is a concept that has been developed in recent years under a project sponsored by FHWA to help solve this problem.  To implement WATM, an agency is elected by its peers to be the central node (or the WATM node) for integrating all the local traffic information in real time to obtain the regional picture of the traffic situations. The WATM node then advises all participating agencies of any potential regional traffic problems and tries to coordinate appropriate response actions.  The response actions are usually pre-determined and agreed upon by all participating agencies (in other words, an institutional foundation has already been established).  The WATM node, thus, plays an advisory role rather than a supervisory role, allowing each jurisdiction to retain its own autonomy, yet fully cooperate with others at the regional level. Each traffic control center in the WATM network has peer-to-peer communications using a regional Wide Area Network (WAN).  This concept of WATM is consistent with the regional host node requirement of the Regional Traffic Control market package
.

For ROC, the WATM concept is illustrated in Figure 2-5 for transportation agencies but  can be extended to include public safety agencies.  In this illustration, the SHA’s SOC is chosen to be the host node for WATM, as has been assumed to be the regional host node in the ROC Physical Architecture.  Each agency (e.g., Prince George' County DPW&T, Montgomery County DPWT) sends its local information to the SOC (WATM node), which then fuses the data to obtain the regional data.  The WATM node will transmit the regional data back to individual agencies.  Under this arrangement these involved agencies (SHA, Prince George' County DPW&T, Montgomery County DPWT) can still share their local data among themselves, if desired.
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Figure 2-5.  Illustration of Wide Area Traffic Management Concept

Being a WATM node, the SOC will be responsible for exchanging information to other regional systems, such as I-95 Corridor Coalition, or nearby systems such as VDOT Traffic Management System (TMS), District of Columbia DPW’s TMS, etc.

3.0 EVALUATION METHODOLOGY

A method for measurement and comparison was required to perform an evaluation of the alternative system architectures.  The most common evaluation method is the benefit-to-cost ratio, where the dollar cost of each alternative system architecture is computed and compared to the calculable dollar benefit (or savings) attributable to the specific capabilities of the architecture.

While this might ideally represent the most meaningful evaluation technique, the major shortcoming of this approach is that it is difficult to assign a dollar value to many of the benefits a system can provide.  Therefore, dollar benefit calculations are usually limited to items such as cost of vehicle stops, delays, and fuel consumption for which some reasonable estimates can be made.  The less tangible but equally important benefits (such as reliability, maintainability, flexibility, etc.) are, of necessity, usually ignored.  Thus, the benefit-to-cost ratio does not represent a true and meaningful comparison of alternative systems.

There was a decided advantage to considering a different approach, one that would provide some means of assessing all of the relevant benefits attributable to, or desired from, the alternative system architectures.  In one such approach, dollar benefits are replaced by utility measures and a utility-to-cost (U/C) ratio is formed.  The utility measures serve to provide the basis for inclusion of all pertinent aspects in the decision-making process.  For this reason the U/C ratio is recommended for alternative system evaluation by the Federal Highway Administration (FHWA) in its Traffic Control Systems Handbook
.  This analysis procedure encompasses incremental initial costs, required maintenance and operating resources, and expected benefits of each alternative system architecture.

In applying this technique, each system objective is given a weight in accordance with its relative importance to the total ROC function.  Next, each architecture is ranked on the basis of the amount of utility it offers; i.e., the degree to which it complies with the requirements of the objective's utility measure description.  These compliances, if not quantifiable by measurements, are based on judgmental factors.  The incremental or total utility of each system is then divided by its respective cost to form the comparison ratio.

The utility portion of this type of analysis is qualitative in nature, and relies heavily on sound judgement in the weighting areas.  The overall technique nevertheless represents a comprehensive examination of the problem, and affords the opportunity for including many important factors that are often ignored.  For these reasons, the U/C ratio was the method selected for the ROC physical architecture evaluation.

4.0 ROC Architecture Alternative Evaluation

4.1 Evaluation Criteria

The major evaluation criteria recommended for the ROC system cover rather broad areas including the user-, operator-, and community-related goals of the system implementation.  To facilitate a comparative alternative analysis, only those criteria that distinguish the architectures were selected for the evaluation.  Criteria that are met equally well by all candidate architectures were not included.  The evaluation criteria for the ROC system were developed with the input of the ROC Committee during a meeting held on May 26, 1998.  They include:

· Responsiveness to Local Traffic Conditions 

· Operational Efficiency

· Reliability and Maintainability

· Institutional Complexity

· Flexibility

· Use of Existing Resources

· Public Relations

In the following paragraphs, each of these major evaluation criteria is described.

4.1.1 Responsiveness To Local Traffic Conditions

Undoubtedly, a major evaluation criterion of the ROC system is its ability to provide measurable improvements in overall traffic operations.  These improvements can manifest themselves in many ways, including the following:

· Reduction in delays encountered by motorists

· Reduction in the number of stops

· Alleviation of congestion

· Decreased response time for emergency vehicles

· Increased safety and reduction of accident rate

· Reduced costs to the motoring public

· Reduced fuel consumption

· Reduced vehicle emissions

This criterion focuses on the improvement of traffic operations as perceived by the vehicles using the roadway network, and is a direct result of the ability of operations center(s) to efficiently implement traffic management measures in response to local conditions.
4.1.2 Operational Efficiency

In order to facilitate the improvements in operational efficiency described above, it will also be necessary for the ROC system to provide improvements in the operation of the system by providing the ROC operators with sufficient information and the control flexibility required to implement more effective system control.  This criterion represents the efficiency of traffic operations from the TOC operator’s perspective, and characterizes the tools available to ROC operators to help them effectively monitor traffic conditions and implement traffic management measures.

4.1.3 Reliability And Maintainability

The benefits to be derived from any system can only persist while the system is in an operational status.  Thus, an important objective is that the system has a high inherent reliability.  Nevertheless, a certain amount of "down time" for all or major portions of the system is inevitable.  When such "down times" occur, it is essential that failures be rapidly detected and the system be returned to its operational status in a minimum of time.

The resiliency to failure for each physical architecture implementation alternative is markedly different, and dependent on not only the physical architecture of the system, but also the administrative mechanisms that define how maintenance personnel will be assigned under each alternative. 
In addition to the above, a back-up capability must be available for basic information transfer and/or control to cover those periods when any or all portions of the system are not operational.  While some loss of coordination efficiency is to be expected and may be tolerable under such circumstances, the objective is to provide a maximum back-up capability so that the flow of information will not be disrupted.

4.1.4 Institutional Complexity

Perhaps the largest hurdle in the implementation of a regional operations system is the institutional coordination that needs to occur.  Each of the physical architecture implementation alternatives will require different types of institutional arrangements among the agencies involved.  Some of the more critical institutional issues associated with system implementation include staffing, relinquishing of local control, data sharing, emergency dispatch, and database management.

4.1.5 Flexibility

In configuring a system for regional coordination, one examines the requirements dictated by the existing resources and operation/coordination that are generally well defined, and by future conditions based on various plans and projections.  Unfortunately, the latter does not enjoy the same degree of firmness as do the former.  Furthermore, traffic and the conditions which affect it are both dynamic in nature; thus, one cannot depend solely either on today's knowledge or on the accuracy of predictions for specifying a suitable system configuration.  Indeed, after considerable cost and effort are expended to implement such a system, one could hardly justify any significant reduction in effectiveness soon after it is installed, due to unforeseen circumstances.  Thus, the system's ability to cope with the real dynamic world must be given careful scrutiny.  Typical areas of concern include the following:

· Ability to add potential future participants.

· Ability to alter the delineation of ROC and non-ROC agency functions.

· Ability to change what and how ROC information is disseminated.

4.1.6 Use Of Existing Resources

A significant challenge for ROC will be making as much use as possible of the existing traffic management systems and operations centers that are already in place.  Besides having an impact on overall cost, the existing systems are time-tested, and will form a reliable base for each of the regional system alternatives.

4.1.7 Public Relations

It is important that elected officials and the public be aware of the benefits of their regional operations coordination system so that the system will continue to receive support.  One of the best education methods is to conduct tours of the operations center(s) for the purpose of explaining the system goals and demonstrating positive results.  Although the various operations centers already have significant public relations value, the visibility of the regional coordination functions will enhance this value differently for each implementation alternative. 
4.2 Criteria Weighting

In order to quantify the relative importance of each evaluation criterion, and to further tailor the comparison of alternatives to the needs of ROC, weighting factors were assigned to each of the system evaluation criterion.  Weighting factors were developed and assigned with the input of the ROC Committee during a meeting held on May 26, 1998.

Table 4-1 summarizes the results of the weighting process. The high value assigned to the Responsiveness to Local Traffic Conditions category reflects the ROC Committee’s strong desire to improve traffic flow from the motorist’s perspective, reducing the number of stops, delays, and general congestion throughout the region.  The equally high weight given to Institutional Complexity reveals the concern for the institutional hurdles that must be overcome to implement the chosen architecture.  Previous failed attempts at regional coordination contributed to the weight given to this most important criterion.

Table 4-1. Criteria Weights

Criteria
Weight (Percent)

Responsiveness to Local Traffic Conditions
20

Institutional Complexity
20

Reliability and Maintainability
15

Operational Efficiency
15

Flexibility
10

Use of Existing Resources
10

Public Relations
10

Total
100

Other highly weighted criteria include Operational Efficiency and Reliability and Maintainability.  The weight assigned to Operational Efficiency suggests that the efficiency of ROC from the operator’s perspective is also important, as is a robust system that affords the system operator the capability to implement effective system control.  The weight assigned to Reliability and Maintainability emphasizes the importance of an architecture that is inherently reliable, and is a reflection of the ROC Committee’s desire to minimize the additional resources that may be required to maintain the system in the future.

Although not as highly weighted, the ROC committee assigned significant weights to Flexibility, Use of Existing Resources, and the Public Relations value of the system.  This is interpreted as an indication of the ROC Committee’s desires for these objectives to be considered in the selection of the architecture, but not to significantly influence the selection process.

4.3 Utility Estimates

The next step in the evaluation process was to assign an estimate of utility to each alternative system architecture. This was accomplished by multiplying the criteria weights by a compliance value for each system evaluation criterion.  Compliance values are scores between 0 and 10, representing each alternative system architecture’s ability to meet each criterion.  The resulting utilities are detailed in Table 4-2, and are summarized in Table 4-3.

Table 4-2. Detailed Utility Estimates



Existing

Distributed

Hybrid #2

Hybrid #1

Central


Criteria
Wt (%)
Comp.
Utility
Comp.
Utility
Comp.
Utility
Comp.
Utility
Comp.
Utility

1. Responsiveness to Local Traffic Conditions
20
7
140
10
200
10
200
9
180
9
180

2. Institutional Complexity
20
10
200
9
180
9
180
6
120
5
100

3. Reliability and Maintainability
15
8
120
10
150
10
150
8
120
8
120

4. Operational Efficiency
15
4
60
8
120
9
135
9.5
142.5
10
150

5. Flexibility
10
4
40
10
100
10
100
8
80
6
60

6. Use of Existing Resources
10
10
100
10
100
10
100
7
70
6
60

7. Public Relations
10
3
30
7
70
8
80
9
90
10
100

Total Utility


690

920

945

802.5

770

Incremental Utility


 

230

255

112.5

80

Table 4-3. Utility Estimates

Architecture

Utility*
Incremental Utility **

Existing
690
—

Distributed
920
230

Hybrid #2
945
255

Hybrid #1
802.5
112.5

Central 
770
80

*   Scale of 0 to 1,000

** With Respect to the Existing System

From Table 4-3, it can be seen that most alternative system architectures have a significant utility advantage with respect to the existing system.  In particular, the Distributed and Hybrid #2 architectures meet over 90 percent of the stated system evaluation criterion. Table 4-2 reveals another trend that distinguishes these two architectures from the Hybrid #1 and Central architectures.  The fact that the Hybrid #1 and Central architectures require the construction of a new ROC operations center, where some functions and agencies are collocated, has significant implications for the compliance of these architectures with the evaluation criteria.  The result is that markedly different compliance ratings were assigned to the Distributed and Hybrid #2 architectures, which are “more distributed”, than were given the Hybrid #1 and Central architectures, which are “more centralized”.  The following paragraphs explore this trend further, and describe the reasoning behind each of the assigned compliance factors.  To illustrate the trend more effectively, the architectures in Table 4-2 were listed from left to right in order of increased level of centralization.  For simplicity, the Distributed and Hybrid #2 architectures are herein referred to as the “more distributed architectures” and the Hybrid #1 and Central architectures are referred to as the “more centralized architectures.” 

The Distributed and Hybrid #2 architectures received the highest compliance ratings for the Responsiveness to Local Traffic Conditions criterion.  This reflects the fact that these two architectures would maintain distributed jurisdictional control of field devices from their existing facilities.  Local operators at these facilities are expected to be slightly more familiar with local traffic conditions than operators at a combined ROC center would be, and are therefore better able to respond effectively to local traffic conditions. 

The greatest difference in the compliances between the more distributed architectures (i.e., Distributed and Hybrid #2) and the more centralized architectures (i.e., Hybrid #1 and Centralized) is observed for the Institutional Complexity criterion.  This difference stems from institutional arrangements that are required to co-locate different agencies and perform multiple functions at a new ROC operations center.  Although some institutional arrangements would still be required for the Distributed and Hybrid #2 architectures, the complexity and extent of those arrangements are far less than those required for the Hybrid #1 and the Centralized architectures.

The Centralized architecture received the highest compliance for the Operational Efficiency criterion because all management functions (traffic, transit, and emergency) are located in a common ROC facility.  The face-to-face coordination that this configuration affords results in a more operationally efficient architecture.  Table 4-3 shows how the compliance ratings for this criterion gradually increase from left to right, mirroring the increased level of centralization of the architectures, and the reduced dependency on a physical communications system for coordination.

The existing system was given a significantly low compliance rating for the Operational Efficiency criterion.  This is not an indication of the localized efficiency of existing systems, but rather a reflection of the fact that currently there are relatively few tools available for individual jurisdictions to meet the regional objectives of ROC.

With regard to the Reliability and Maintainability criterion, the more distributed architectures (i.e., Distributed and Hybrid #2) were given higher compliance ratings than the more centralized ones (i.e., Hybrid #1 and Centralized).  The distributed architectures are inherently more reliable because they provide multiple communications paths between agencies, functions, and field devices.  The jump from a compliance of 10 to a compliance of 8 between the Hybrid #2 and Hybrid #1 architectures is another indication of the effect of building a new ROC center, and the concentration of communications that make the centralized architectures more susceptible to failure.  This susceptibility can be addressed to a certain extent through redundant communications infrastructure, however the evaluation must be based on the inherent characteristics of the architecture, not the potential detailed design characteristics that are associated with each. 

The Flexibility criterion also favored the more distributed architectures (i.e., Distributed and Hybrid #2).  The ability to add new ROC participants and to alter ROC/non-ROC functions is much more difficult for the more centralized architectures that involve the creation of a new ROC center.  For example, a new ROC participant under the Distributed architecture may only require a new server, modem, and software to become part of the ROC network.  That same new participant under the centralized architectures would actually have to relocate staff to the new ROC center, in addition to installing the required remote access equipment. 

For the Use of Existing Resources criterion, the more distributed architectures received the highest compliance ratings because they make full use of the existing operations centers.  

The visibility of the regional coordination functions is highest for the Centralized architecture, which received the highest compliance rating for the Public Relations criterion.  Although a significant public relations effort will be part of any system architecture, the inherent public relations value is greater for the more centralized architectures that involve the creation of a new ROC operations center. 

4.4 Evaluation Results
The final step in the evaluation process was to calculate an incremental U/C ratio for each system architecture.  The U/C ratio is a dimensionless number, whose absolute value has no significance; it only serves as a relative measure of each candidate architecture.  Because of this relativity, and because of the difficulty in assigning costs to conceptual architectures rather than detailed designs, only the differential costs of the alternative system architectures were used in the development of the U/C ratios.  That is, costs that are common to all architectures were not included in the estimate.  The differential costs shown in Figure 4-1 were based on the following major cost elements:

· Central Facility

· Communications

· Software Development

· Computer Systems/Networking

· Graphics Displays/Display Hardware




Figure 4-1. Differential Costs (In Thousands) 

A detailed cost estimate is presented in Appendix A.  Note that the additional field hardware installed for each architecture was assumed to be equal for all alternatives.  Also, start-up and recurring costs were assumed to be a constant percentage of system costs.  

The differential costs shown in Figure 4-1 were then used along with the incremental utility of each candidate system architecture to arrive at the U/C ratios shown in Table 4-4.  A few important conclusions can be drawn from this table.  First, the U/C ratios for the distributed architectures were more than three times that of the centralized architectures.  One reason the centralized options exhibit such low U/C ratios is due to the high weight placed on the Institutional Complexity criterion, combined with the low compliance rating given to the centralized architectures for that criterion.  Another reason is the increased cost associated with the construction of a new ROC operations center, which is part of the Hybrid #1 and Central architectures. 

Table 4-4. Utility/Cost Ratios

Alternative System Architecture

Utility/Cost Ratio


Distributed
52.3


Hybrid #2
62.2


Hybrid #1
20.4


Central
15.0

Another conclusion that can be drawn from Table 4-4 is that of the two highest ranked architectures, the Hybrid #2 architecture offers significant advantage over the Distributed architecture.  This reflects the fact that by combining the traffic and transit management functions under the Hybrid #2 alternative, a greater level of operational efficiency can be achieved.  The cost of the Hybrid #2 architecture is also slightly less than the Distributed architecture because of the reduced communications requirements between the traffic and transit management functions. 

Based on the results of the evaluation, it is recommended that the Hybrid #2 architecture be selected for implementation.  The analysis and conclusions described above were presented at the ROC committee meeting on June 30, 1998, at which time concurrence was reached on the recommendation of the Hybrid #2 architecture.

5.0 VARIATIONS OF RECOMMENDED SYSTEM ARCHITECTURE

Four distinct variations of the Hybrid #2 physical architecture were presented earlier in Table 2-1 regarding possible operational roles for the SOC and TOC3.  These alternatives reflect possibilities for allocating responsibility for the management of Maryland freeways and traffic signal systems, and include the following:

· Alternative 1: Freeway control by TOC3, signal control by the SOC.

· Alternative 2: Freeway and signal control by the SOC (Existing condition).

· Alternative 3: Freeway and signal control by TOC3.

· Alternative 4: Freeway control by the SOC, signal control by TOC3.

The need for an evaluation of these variations of the Hybrid #2 architecture stemmed from a potential inefficiency in SHA’s current traffic management operation (traffic signals within Prince George’s County and freeway within both counties).  Currently, these devices are controlled from the SOC in Hanover, which is over 15 miles outside of these two counties.  This arrangement has the potential to not be as responsive to local traffic conditions or maintenance problems.  On the other hand, TOC3, which is co-housed with the Maryland State Police in College Park (within Prince George’s County), currently does not control any traffic signals and have limited control over freeway variable message signs.  TOC3 is responsible only for freeway incident management.  Thus, this potential transfer of control from the SOC to TOC 3 has a number of advantages, including: 

· More Responsive to Local Traffic Conditions.  A substantial number of freeway traffic management devices are now connected to the SOC in Hanover.  Similarly, many of the traffic signals are monitored via dial-up telephone lines from the SOC.  However, the current arrangement is not as responsive to local traffic conditions as would local control in TOC3.  Local TOC3 operators may be slightly more familiar with local traffic conditions than operators at the SOC, and may therefore be better able to respond effectively to local traffic conditions.

· More Efficient Maintenance Response.  Because the SOC is located a significant distance from the field traffic management devices (signals, VMSs, etc.), equipment malfunctions or timing/operational problems are not responded to as quickly.  Local control from TOC3 would improve maintenance efficiency.

· More Responsive to Incidents.  Since TOC3 is responsible for incident management and variable message sign posting on state highways, there is a potential for coordination with the signal system when incidents occur.  For example, when a freeway incident results in diversion to the local street network, timing plans on the affected arterials could be updated immediately to give more green time to the heavy traffic flow, if TOC3 hosts the signal control also.  Moreover, the entire incident management operation beginning with the detection to clearing could be done at a single place (TOC3).

· More Flexible.  If signal control is kept at the SOC, the control of the signal system will most likely be limited to dial-up operations, which may become increasingly costly and operationally inefficient as the network of traffic signals is expanded.  If the control is transferred to TOC3, there may be an opportunity to interconnect many traffic signals directly with the control facilities at TOC3, resulting in a potential increase in monitoring capabilities.  This hardwire interconnection will also allow a more efficient increase in the number of monitored signals, and would better support the introduction of other ITS elements, such as closed-circuit television surveillance.  The same rationale applies to the freeway management also.  The presence of the control center in the local area will reduce the cost of communication and future implementations of more video cameras will not escalate the communication cost as much as it would do to carry image data to Hanover.

Although these advantages are expected to provide significant benefit, there are substantial cost and staffing requirements necessary to implement Alternative 4.  First, operational and maintenance staff will be required at TOC3 to monitor and maintain the signal and freeway management systems.  Some staff could be relocated from the SOC, but since the existing staff have responsibilities for other traffic management devices (surface street and freeways outside the ROC area), additional staffing will likely be required at TOC3.  

Second, because there is currently no freeway management and traffic signal control equipment at TOC3, new equipment must be installed.  For traffic signals, initially the control equipment could communicate with intersection controllers using dial-up telephone lines, similar to the current signal communications configuration at the SOC.  However, as additional groups of intersections become interconnected and coordinated under the development of ROC, it may be beneficial to begin installing a hardwire communications system between nearby intersections and TOC3.  

Based on the technical advantages that results from moving the control of SHA signals (in Prince George’s County) and freeway traffic management devices (in both counties) to TOC3, the Study Team recommends the selection of Alternative 4.  Although this move will require additional staffing and new control equipment, the benefits and cost-savings derived from the move are expected to be significant, and will more than outweigh the investment in equipment and manpower.  It is also recommended that SHA explore the administrative implications of the control transfer to confirm the feasibility of its implementation.  An excellent opportunity for transferring the signal control could be under a ROC construction project that falls under “Interagency Traffic Signal Coordination”, which is identified as a near term goal for ROC in the Task 6 report, entitled “Proposed ROC Implementation Ideas”.  The second generation CHART system development project can be another candidate opportunity to transfer the ROC area freeway management to TOC3.

Appendix A: Detailed Cost Estimates for Alternatives Evaluation

ESTIMATED DIFFERENTIAL* COSTS (in thousands)


Distributed
Hybrid#2
Hybrid #1
Central

Central Facility





Land acquisition
0
0
195
205

Construction
0
0
976
1,025







Communications
2,000
1,750
1,200
700







Software Development





Communications/Protocols
1,500
1,250
1,000
750

Central (GUI, other interface software)
250
500
750
1,000

Data Processing
Common to all alternatives










Computer Systems/Networking
150
200
400
450







Graphics Displays/Display Hardware
500
400
1,000
1,200







Field Equipment
Assume the same field instrumentation for all 




Detector stations
alternatives




VMS's





CCTV





HAR











Start-up 
Assume start-up costs will be a % of total




Engineering
system costs




Construction inspection





Training





Public awareness











Recurring
Assume recurring costs will be a % of total




Staffing
system costs




Operations





Maintenance





Leased services











Total
4,400
4,100
5,521
5,330

* Does not include cost elements common to all alternatives



















































































































































































































� As discussed in the Working Paper for Task 3 (ROC Physical Architecture).  This paper is one of the six documents delivered under this ROC Project.


�	Federal Highway Administration (FHWA) Publication No. FHWA-SA-95-032, Traffic Control Systems Handbook, (USDOT, FHWA, 1996)
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ROC UTILITY MODEL

Increasing Centralization

     Existing

Distributed

   Hybrid #2

   Hybrid #1

     Central

Criteria

Weight (%)

Comp.

Utility

Comp.

Utility

Comp.

Utility

Comp.

Utility

Comp.

Utility

1. Responsiveness to 

    Local Traffic Conditions

140.0

10.0

200.0

10.0

200.0

9.0

180.0

9.0

180.0

2. Operational Efficiency

60.0

8.0

120.0

9.0

135.0

9.5

142.5

10.0

150.0

3. Reliability/Maintainability

120.0

10.0

150.0

10.0

150.0

8.0

120.0

8.0

120.0

4. Institutional Complexity

200.0

9.0

180.0

9.0

180.0

6.0

120.0

5.0

100.0

5. Flexibility

40.0

10.0

100.0

10.0

100.0

8.0

80.0

6.0

60.0

6. Use of Existing Resources

100.0

10.0

100.0

10.0

100.0

7.0

70.0

6.0

60.0

7. Public Relations

30.0

7.0

70.0

8.0

80.0

9.0

90.0

10.0

100.0

 

Total Utility

690.0

920.0

945.0

802.5

770.0

Incremental Utility

 

230.0

255.0

112.5

80.0

Utlity/Cost Ratio

52.272727272727266

62.19512195121951

20.376005216257337

15.0093808630394

ROC PHYSICAL ARCHITECTURE ALTERNATIVES

Distributed

Hybrid#2

Hybrid #1

Central

Assumptions

Central Facility

Land acquisition

195.20000000000002

205.0

20% of Building Costs

Construction

Central: 8400 Square Foot, 2-Story Building @$120/SF

Hybrid #1: 8000 Square Foot, 2-Story Building @$120/SF

Reuse of existing TOCs for Distributed and Hybrid#2

Communications

Decreasing Communications Traffic

as Centralization Increases

Assume SONET OC-48 for Distributed and Hybrid #2, and

SONET OC-12 for Hybrid #1 and Central Systems

Assume 5 field hubs, and the following number of central interfaces:

Distributed (11), Hybrid#2 (9), Hybrid#1(7), Central (2)

Software Development

Communications/Protocols

Central (GUI, other interface software)

Data Processing

Common to all alternatives

Computer Systems/Networking

Graphics Displays/Display Hardware

Assume average of $50K per facility for Distributed and Hybrid#2

Field Equipment

Assume the same field instrumentation for all 

Detector stations

alternatives

VMS's

CCTV

HAR

Start-up 

Assume start-up costs will be a % of total

Engineering

system costs

Construction inspection

Training

Public awareness

Recurring

Assume recurring costs will be a % of total

Staffing

system costs

Operations

Maintenance

Leased services

Total

4400.0

4100.0

5521.2

5330.0

* Does not include cost elements common to all alternatives

0.0

4400.0

4100.0

5521.2

5330.0

Existing

Distributed

Hybrid #2

Hybrid #1

Central

Major Cost Elements

- Central Facility

- Communications

- Software Development

- Computer Systems/Networking

- Graphics Displays

* Does not include cost elements

  common to all alternatives.

Existing

Distributed

Hybrid #2

Hybrid #1

Central

0.0

4400.0

4100.0

5521.2

5330.0

    CRITERIA WEIGHTING

Criteria

Rank

Weight (%)

1. Responsiveness to 

    Local Traffic Conditions

2. Operational Efficiency

3. Reliability/Maintainability

4. Institutional Complexity

5. Flexibility

6. Use of Existing Resources

7. Public Relations

100.0

    CRITERIA WEIGHTING

Criteria

Rank

Weight (%)

1. Responsiveness to 

1T

20.0

    Local Traffic Conditions

 

2. Operational Efficiency

3T

15.0

3. Reliability/Maintainability

3T

15.0

4. Institutional Complexity

1T

20.0

5. Flexibility

5T

10.0

6. Use of Existing Resources

5T

10.0

7. Public Relations

5T

10.0

100.0

PHYSICAL ARCHITECTURE ISSUE:

TRANSFER SHA CONTROL OF PG CO SIGNALS TO TOC3?

Disadvantages

- More responsive to local traffic conditions

- Additional staffing

- Better maintenance response

- Additional cost

- More responsive to incidents

- Administrative issues

- More flexible


